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Abstract

Human detection is a key ability to an increasing number of applications that operates in human inhabited environments or needs to interact with a human user. Currently, most successful approaches to human detection are based on background subtraction techniques that apply only to the case of static cameras or cameras with highly constrained motions. Furthermore, many applications rely on features derived from specific human poses, such as systems based on features derived from the human face which is only visible when a person is facing the detecting camera. In this work, we present a new computer vision algorithm designed to operate with moving cameras and to detect humans in different poses under partial or complete view of the human body. We follow a standard pattern recognition approach based on 4 main steps: i) Preprocessing to achieve color constancy and stereo pair calibration, ii) Segmentation using depth continuity information, iii) Feature extraction based on visual saliency, and iv) Classification using a neural network. The main novelty of our approach lies in the feature extraction step, where we propose novel features derived from a visual saliency mechanism. In contrast to previous works, we do not use a pyramidal decomposition to run the saliency algorithm, but we implement this at the original image resolution using the so-called integral image. Our results indicate that our method: i) Outperforms state-of-the-art techniques for human detection based on face detectors, ii) Outperforms state-of-the-art techniques for complete human body detection based on different set of visual features, iii) Operates in real time on-board a mobile platform, such as a mobile robot (15 fps).
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1 Introduction

Human detection is a key ability to an increasing number of applications that operates in human inhabited environments or needs to interact with a human user. As an example, cars provided with pedestrian protection systems require some type of human detection capability [12]. In the same way, an autonomous mobile robot, such as a social robot [8], needs to detect humans to perform tasks like aid for rehabilitation in hospitals [21], assistance in offices [1], or guidance in museums [4].

There is an extensive list of works dedicated to the problem of human detection [24]. Most of these works are based on static cameras, where the goal is not only to detect but also to track humans [39]. In this case, the most popular approach is to detect humans using background subtraction methods. These methods require that the image background does not change severely between frames. Systems using background subtraction first build a background model of the controlled environment. This has been done in many different ways [24]; one example is generating a Gaussian distribution of the background as seen in [39]. When the platform is mobile, however, as in the case of a mobile robot, none of the background subtraction methods can be applied.

An important aspect of human detection is that the system should be able to detect a human under different poses, however, most current solutions still rely on detecting human faces [3,14,23,20]. This has the disadvantage that a human can only be detected when is facing the camera. In particular, in the case of a mobile robot this leads to a loss of several social aspects. For instance, if the robot wants to initiate a conversation, the user has to already be paying attention to it, which is not always the case. Similar problems might arise in the case of a pedestrian detection system where the human can be in any pose with respect to the detecting system.

In this way, although important advances have been achieved in the development of algorithms for human detection, there is still space for further improvements, particularly in the case of a mobile platform that needs to detect humans under different poses [13]. Furthermore, many applications also require real time operation, stressing the need for an efficient human detection system that can provide a timely detection. These are the main challenges that we face in this work.

In this work we present a human detection system able to: i) Operate on a mobile platform, ii) Detect humans under difference poses, including frontal, back, and profile views of the complete and upper human body, iii) Operate in real time (15 fps). The key principle that provides such flexibility in the detection is the use of novel features for human detection derived from a visual
saliency mechanism. We call these features: Visual Saliency Features or VSFs, and we refer to the method to extract them as VSF. These features are based on a biologically inspired attention system. Due to this, the size and shape of the filters used for calculations of the proposed features are not user defined like most previously used features for human detection [27,34]. Experiments in real life scenarios show that the proposed system: i) Outperforms state-of-the-art techniques for human detection based on face detectors, ii) Outperforms related systems based on different set of visual features, iii) Operates in real time on-board a mobile robot.

This paper is organized as follows. Section 2 reviews relevant previous work on human detection using computer vision techniques. Section 3 presents relevant background material. Section 4 discusses the main details of our approach. Section 5 shows the results of testing our algorithm under different real case scenarios. Finally, Section 6 presents the main conclusions of this work.

2 Previous Work

The state of the art in human detection systems can be divided into two main categories: i) Methods that require background subtraction as a first step to detect the interesting objects. ii) Methods that perform the detection using uncontrolled moving cameras. Our method belongs to this last category, hence, we concentrate our review in methods that do not rely in background subtraction techniques. For a more extensive review refer to [13,11].

In 2004, Gavrila et al. proposed a pedestrian protection system for moving vehicles [12]. Human bodies are detected using a shape-based method known as the Chamfer system. Every detected shape is then passed to a previously trained neural network as a verification step using texture as the feature. As stated by the authors, this system requires more accuracy for use in the real world.

Rajagopalan and Chellappa proposed an statistical approach for describing the shape of humans using clusters [29] and later generalized it for detecting humans and vehicles [30].

In 2000, Zhao and Thorpe presented an interesting work where human detection is accomplished using the complete human body [40]. It uses a neural network fed with the intensity gradient of the objects. Stereo information is used for removing areas of the image that do not belong to the object itself in order to diminish the negative effects of background clutter. The reported detection rate of this system is 85.4%.
In the work proposed by Papageorgiou and Poggio, human detection is performed using Haar-like features over a previously trained support vector machine classifier [27]. Haar-like features are intensity differences at user-defined rectangular regions. The size of these rectangular regions is object-dependent. The authors manually select this parameter on their training data obtaining a detection rate of 90%.

In 2001, Viola and Jones constructed a fast frontal face detection system based on an extended set of Haar-like features and an AdaBoost classifier [34]. It also presents the use of an integral image in order to speed up the feature calculation process (Ref. Sec. 3.1). This system was later used in many works due to its real-time operation and accuracy [14,3,23,37]. Also, this system was later updated to use motion in order to increase the detection rates [35].

Color cues have also been used to detect humans, mainly motivated by the robustness of skin color detection techniques [33]. In [28], Pszczolkowski and Soto present a human detection system for a mobile platform based on depth segmentation and a new color-based technique to detect faces. In [23], Munoz-Salinas et al. also use color and depth information for human detection by combining plan-view map information and a color face detector.

3 Background Information

In this section, first the concept of an integral image is explained. Afterwards, attention systems and saliency maps are presented. Finally, computational models of visual saliency are introduced and compared.

3.1 Integral Image

This concept was first referred to as summed-area tables or texture mapping in the field of Computer Graphics [5]. Later, this idea was brought to image processing in the work of [34]. They presented a revolutionary investigation in the object detection area, producing results up to 15 times faster than previous works.

Given a grayscale image $i$, each pair $(x, y)$ of the integral image $I$ of $i$ represents the sum of the image values above and to the left of $x, y$:

$$I(x, y) = \sum_{x' \leq x, y' \leq y} i(x', y').$$  \hspace{1cm} (1)
Therefore, given any particular rectangular area defined by \( P_1 = (x_1, y_1) \) and \( P_2 = (x_2, y_2) \) its sum can be calculated in constant time using the integral image:

\[
\text{rectSum}(x_1, y_1, x_2, y_2) = I(x_2, y_2) - I(x_1, y_2) - I(x_2, y_1) + I(x_1, y_1).
\]  

(2)

3.2 Attention Systems and Salience Maps

Attention systems are used to compute interesting areas of a given image or video. This is done because of the vast amounts of information that a computer vision system normally needs to process. It is impractical for those systems to exhaustively search through all the data. Therefore, only the interesting regions computed by an attention system are used, considerably decrementing the complexity of the tasks.

The most common attention systems are based on biological models [32]. These models suggest that the human visual system uses only a portion of the received information in order to achieve faster results when dealing with complex scenes. This portion is known as the Focus of Attention. One of the most accepted theories about the Focus of Attention is the Treisman’s Feature-integration Theory of Attention [32]. Basically, he proposes that a saliency map is built by mixing parallel feature maps.

The retina of the human eye contains ganglion cells which receive the visual information from photo receptors through the bipolar cells. The receptive fields of the ganglion cells are composed of two areas, the surround and the center. There are two types of ganglion cells: i) On-center ganglion cells which respond to bright areas surrounded by a dark background, and ii) off-center ganglion cells which respond to dark areas surrounded by a bright background [26]. Most attention systems build upon the base of the Theory of Attention using center-surround differences [17,9,32].

3.3 Computational Models of Visual Saliency

Computational models of visual saliency often try to mimic the behavior of the receptive fields of ganglion cells. Because of calculations of on-center and off-center differences, expensive computations needs to be done. Commonly, there is a trade-off between accuracy and speed of computation. As a result, usually attention systems only deliver coarse grained information to decrease processing time.
One of the most accepted and widely used computational models of attention was proposed by [17]. This system has a solid theoretical background, is able to integrate different visual cues, [32] and performs relatively well. In addition to this, a completely documented and supported implementation of the system, the iLab Neuromorphic Vision C++ Toolkit (iNVT), is publicly available [16].

Over the past few years, the original work of [17] was improved in the system called VOCUS proposed by Frintrop [9]. Retaining the same theory from the work of [17], but implementing it in a different manner, Frintrop managed to deliver more accurate results, but at the expense of more computational time.

The center-surround differences calculated by iNVT and VOCUS are slow. To increase the speed of the systems, both works adopted two approximations: i) squared regions, and ii) image pyramidal decomposition. In terms of squared regions, center-surround calculations in the human eye are circular [26]. For simplicity, iNVT and VOCUS approximate these regions with squares. No substantial difference is presented in the results when using circular areas instead of squared ones [10]. In terms of pyramidal decomposition, as the system works only with the most downsampled scales in the pyramid, the output quality gets compromised. This normally leads to poorly defined borders of the objects in the resulting saliency map. Although VOCUS uses the same concept of image pyramids as iNVT, the particular method used by Frintrop yields better results [9].

![Center-surround approximations](image)

Fig. 1. On-center and off-center ganglion cells and their approximation on computational models of visual saliency.

iNVT and VOCUS use center-surround differences to calculate saliency maps based on different visual cues. For simplicity, only intensity map computation
will be described next for each system. The use of center-surround differences for the calculation of other saliency maps is analogous.

3.3.1 iNVT

This system first generates a grayscale version of the input image. Then, it calculates an image pyramid of eight grayscale images, each one of them scaled to one quarter of the previous one.

After that, center-surround differences are calculated as an across-scale difference between coarse and fine scales. Fine scales are defined as a scale \( s \in \{2, 3, 4\} \) and coarse scales are defined as a scale \( s \in \{5, 6, 7, 8\} \).

An across-scale difference is calculated by scaling the coarse scale into the fine scale and then executing pixel by pixel subtraction. Next, all the maps are summed up to obtain the final intensity map. This yields fast but very poor feature maps [17].

Also, center-surround differences are calculated as absolute values. In other words, no difference exists between on-center and off-center differences for this system. This can be calculated faster, but lacks the flexibility of separated maps [9].

3.3.2 VOCUS

In VOCUS [9], the intensity map is calculated as follows: first, the original color image is converted into grayscale. Then, a Gaussian image pyramid is created. This is achieved by applying a 3x3 Gaussian filter to the grayscale image, and after that, scaling it down by a factor of two on each axis. The filtering and scaling are repeated four times, yielding five images: \( i_0 \), \( i_1 \), \( i_2 \), \( i_3 \), and \( i_4 \). From this moment on, the system only takes into account the information present in the smallest scales; images \( i_2 \), \( i_3 \), and \( i_4 \) (See Fig. 2).

The system now calculates on-center and off-center differences in the three images that represent scales \( s \in \{2, 3, 4\} \) respectively. Centers are represented as a pixel and two surround values, \( \sigma \), are used: 3 and 7, based in the work of [17]. Therefore, 12 intensity submaps are generated. The process of calculating these submaps is as follows: first, center and surround are defined:
Fig. 2. VOCUS Image Scales. In VOCUS, the original image is converted into grayscale. Next, five different image scales are created \((i_0, ..., i_4)\). The system then works with the smallest scales \((i_2, i_3, i_4)\), represented in the bottom images.

\[
\text{surround}(x, y, s, \sigma) = \sum_{x'=-\sigma}^{x'=\sigma} \sum_{y'=-\sigma}^{y'=\sigma} i_s(x + x', y + y') - i_s(x, y)
\]

\[
(2\sigma + 1)^2 - 1
\]

\[
(3)
\]

\[
\text{center}(x, y, s) = i_s(x, y),
\]

\[
(4)
\]

then, every pixel of each intensity submap is calculated:

\[
\text{Int}_{On,s,\sigma}(x, y) = \max \{\text{center}(x, y, s) - \text{surround}(x, y, s, \sigma), 0\}
\]

\[
\text{Int}_{Off,s,\sigma}(x, y) = \max \{\text{surround}(x, y, s, \sigma) - \text{center}(x, y, s), 0\}
\]

\[
(5)
\]

\[
(6)
\]

where \(s \in \{2, 3, 4\}\) represents the image scale, \(\sigma \in \{3, 7\}\) the surround, and \(On, Off\), the on-center and off-center differences respectively.

After that, an on-center intensity map is calculated. This is done scaling the six on-center intensity submaps into the largest scale; \(i_2\), and then summing pixel by pixel. An off-center intensity map is generated the same way, using the off-center submaps.

\[
\text{Int}_{On} = \oplus_{s,\sigma} \text{Int}_{On,s,\sigma}
\]

\[
\text{Int}_{Off} = \oplus_{s,\sigma} \text{Int}_{Off,s,\sigma}
\]

\[
(7)
\]

\[
(8)
\]
where $\oplus$ denotes the across-scale sum previously explained.

3.3.3 Discussion

There are two main differences between VOCUS and iNVT: The first one is that VOCUS generates independent on-center and off-center intensity maps, whereas iNVT only calculates the absolute difference between center and surround. This gives VOCUS the advantage to distinguish between these two features [9].

The other main difference is that when iNVT calculates the center surround differences, it subtracts images from fine and coarse scales, resizing to the finest scale, therefore yielding less defined borders. VOCUS instead, first calculates center surround differences in every scaled image and then resizes the images to the largest scale, adding all the computed intensity submaps pixel by pixel. This technique yields better results than the work of [17] but the processing time is slower [9].

3.3.4 Drawbacks of iNVT and VOCUS

The main drawback of iNVT and VOCUS is that the resulting feature maps are very poor. They do not contain the same level of resolution provided by the original image. These works first scale down the image by a factor of 16 resulting in considerable detail loss. Then, they proceed to build an image pyramidal decomposition, further decreasing the details.

Generating good quality feature maps is needed in order to obtain fine grained information of the objects. Until now, all attention systems only provide coarse grained information in their feature maps. This is the deficiency that we exploit to use saliency information as a novel feature descriptor mechanism to directly achieve classification instead of only as a visual attention mechanism [36,17,9,7] or a relevant region detector [18,22,31] as in previous works.

4 Our Approach

Our approach for human detection follows a standard pattern recognition scheme based on 4 main steps: i) Preprocessing for stereo pair calibration, ii) Segmentation using depth continuity information, iii) Feature extraction based on visual saliency, and iv) Classification using a neural network. An overview of the overall approach is shown in Fig.3. We describe next the details of each step.
4.1 Preprocessing Module

4.1.1 Rectification

The original images taken from the stereo camera are first rectified using the calibration parameters obtained using the Small Vision System (SVS) [19] calibration routine. A standard chessboard printed image was used to calibrate the device.

4.2 Object Segmentation Module

Stereo information obtained from the SVS is used to segment objects from the scene. The system uses a segmentation approach based on the work of [15]. There are three steps involved in this module: (i) Depth segmentation, (ii) Analysis of connected components on each previously segmented layer, and (iii) Application of set of filters in cascade. A diagram of this module can be seen in Fig. 4. The details of the different steps are presented next.

First, the system calculates the disparity image for the entire frame and a disparity histogram is generated. Each local maxima of the disparity image represents the existence of one or more solid objects at a particular depth. The original depth image is segmented into \( i \) layers, where \( i \) is the number of local maxima in the histogram of disparities. Closer objects often present more variable depth values than distant ones. When extracting the \( i \)th layer...
from the depth map a depth dependent value $\Delta d_i$ is generated first. This value is calculated using a polynomial fit on previously obtained correct human segmentation values at different depths. Only values that lie inside the depth range defined by $(d_i - \Delta d_i, d_i + \Delta d_i)$ are present in the $i$th layer. Every layer is separated from the original depth map generating isolated images of different objects at different distances. Afterwards, every layer is segmented using standard connected components analysis.

As a final post-processing step, every blob is passed through a cascade set of filters. The system filters out candidate blobs using size and shape constraints. An estimate of the object’s real height, width and depth can be obtained using stereo vision. Also, the bounding box that defines each blob provides aspect ratio information. In this way, using thresholds adapted to the expected dimensions of a human in an image, the system filters out blobs that: (i) Present a real world height that is less than 40 cm, (ii) Are wider than its height, or (iii) Have a height that is more than three times its width. Filtered out blobs are split using a simple method. This method consists in measuring the valid height for every line in the blob, yielding a maximum valid height. Every line that is shorter than half of the maximum height is eliminated, splitting the blob.

It is worth to mention that the previous scheme provides a high level of freedom to move the video cameras, as opposed to other segmentation methods commonly used to detect human by a mobile robot, such as methods based on floor plane assumptions [15].

![Object Segmentation Module Diagram](image)

Fig. 4. Object segmentation module diagram. First, layers are obtained through depth segmentation using stereo analysis. Then, connected components analysis is used in order to extract blobs from each layer. Each blob is then filtered using size and shape constraints.

4.3 Feature Extraction Module

Attention systems are commonly used in computer vision applications as pre-processing modules (Ref. Sec. 3.2). As we explained before, the high com-
putational cost of running visual attention systems at full image resolution has avoided the use of saliency mechanisms as direct feature extraction methods. This explains why most common attention systems provide only coarse grained information.

This work proposes the use of visual saliency as direct features for human detection. In order to obtain high quality features, a novel way of calculating visual saliency is presented. The proposed features or VSFs use the same biological theory as [9] and [17] but uses an integral image on the original scale in order to obtain high quality features in real time (Ref. Sec. 3.1).

First, a Gaussian filter with a 3x3 window is used twice, in order to smooth the image and obtain the same robustness to noise as the previous works [9], [17]. Then, the system calculates on-center and off-center differences separately using a unique integral image with variable size filter windows over the original grayscale image (See Fig.5).

4.3.1 Filter Windows

![Filter Windows](image)

Fig. 5. Top: filter windows used in VOCUS for scales 2, 3, and 4, respectively. Red windows (larger) represent $\sigma = 7$, and green (smaller), $\sigma = 3$. Bottom: filter windows used in VSF, red windows represent $\varsigma$ values of 28, 56, and 112 respectively, while green windows represent $\varsigma$ values of 12, 24, and 48, respectively. Notice how the filters in VOCUS loose detail as the size of the filter window grows larger, in contrast, the ones in VSF preserve all their details at all scales.

VOCUS filter windows are defined by the scale $s \in \{2, 3, 4\}$ and the surround $\sigma \in \{3, 7\}$. Therefore there are 6 different sized filter windows in VOCUS.
Using them in order to calculate on-center and off-center differences yield the 12 intensity submaps previously referred to.

The VFS method implements all of the same filter windows used in VOCUS. The main difference is that the filter is applied to the entire original image, instead of scaled down versions. Therefore, the system uses only a single parameter to define all the filter windows that will be calculated on a single integral image:

\[ \varsigma = \sigma^2 s. \]  \hspace{1cm} (9)

Where \( \sigma \) represents the surround and \( s \), the scale, both used in the VOCUS system. Also, \( \varsigma \) denotes the surround to be used in VSF in order to cover the same window as the VOCUS window.

### 4.3.2 Feature Calculation

In order to calculate the intensity submaps, we first define center and surround using Eq. 2:

\[
surround(x, y, \varsigma) = \frac{\text{rectSum}(x - \varsigma, y - \varsigma, x + \varsigma, y + \varsigma) - i(x, y)}{(2\varsigma + 1)^2 - 1} \hspace{1cm} (10)
\]

\[
\text{center}(x, y) = i(x, y) \hspace{1cm} (11)
\]

Then, every pixel of each intensity submap is calculated as follows:

\[
\text{Int}_{On,\varsigma}(x, y) = \max\{\text{center}(x, y) - \text{surround}(x, y, \varsigma), 0\} \hspace{1cm} (12)
\]

\[
\text{Int}_{Off,\varsigma}(x, y) = \max\{\text{surround}(x, y, \varsigma) - \text{center}(x, y), 0\} \hspace{1cm} (13)
\]

Where \( \varsigma \in \{12, 24, 28, 48, 56, 112\} \) represents the surround, and On, Off, the on-center and off-center differences respectively. Note that the values of \( \varsigma \) are specially calculated using eq.(9) in order to process the same windows as the VOCUS system (See Fig.5).

Then, an on-center intensity map is calculated. This is done summing the six on-center intensity submaps pixel by pixel. An off-center intensity map is generated the same way, using the off-center submaps. Finally, both maps are summed up.

\[
\text{Int}_{On} = \sum_{\varsigma} \text{Int}_{On,\varsigma} \hspace{1cm} (14)
\]
\[ \text{Int}_{\text{Off}} = \sum \text{Int}_{\text{Off}, \varsigma} \]  

(15)

All the details of the image are preserved because the surround window varies according to the surrounding and scaling values proposed in VOCUS. This is done in order to calculate the same center-surround differences but in a highly accurate way.

4.3.3 Center-Surround Calculation Results

The results shown in Fig. 6 and Fig. 7 demonstrate the positive effects of not scaling the images when calculating the center-surround differences. VSF provides fine grained feature maps and much more defined borders. Other systems, such as VOCUS, only generate coarse grained feature maps with poorly defined borders.

Fig. 6. Comparing Results of VOCUS and VSF. Notice how the detail is preserved in VSF (right) and how the VOCUS results are poorly defined (left).

In this work, a novel feature set is proposed: VSFs. Each segmented object is...
passed to the feature extracting module, obtaining VSFs. These VSFs represent the most salient parts of each object. As these features are biologically inspired, filters size and shape are obtained from previous investigations on how the retina perceives light stimuli [26] instead of being user defined as most previously used features for human detection. Examples of VSFs can be seen in Fig. 8.

### 4.3.4 VSF vs VOCUS computational costs

VOCUS explicitly uses Eq. 3 to determine its features for each image pixel at every scale. Given a center-surround filter window of $n^2$ pixels, VOCUS feature calculation has order $\mathcal{O}(n^2)$ for each filter because it sums every term individually. On the other hand, VSF uses the integral image (Ref. Sec. 3.1) to obtain the same calculation in constant time ($\mathcal{O}(1)$). This provides VSF the ability to calculate features with filters of any size at constant speed. Using this ability, VSF calculates the same features as VOCUS but without the need to down sampling the original image. Instead of keeping the same size of the
filters and resizing the original image as VOCUS does, VSF uses filters of
different size (emulating the ones from VOCUS) applied at the original image
resolution. The overhead of VSF is the initial calculation of the integral image,
however, this needs to be calculated only once by a straigh-forward scan over
the whole image.

4.4 Object Classification Module

The system uses a feedforward neural network trained with backpropagation
in order to classify objects. The inputs of this module are the VSFs, scaled
into 18 x 36 pixels. Example images can be seen in Fig. 8. The neural network
is composed of three layers: (i) The input layer with 648 neurons, one for each
pixel, (ii) The hidden layer with 5 neurons, and (iii) The output layer with 2
neurons, where the likelihood of being a human or non human is stored. The
criteria for human acceptance is calculated by comparing both output neurons.
The one that has the largest value represents the output of the neural net.
In order to obtain faster calculations Sigmoid activation functions were used.
Therefore every pixel in the input image has to be scaled into the \{-1..1\}
range. The values selected are similar to standard ones used in other works
that rely on a neural network for object classification [13].

5 Implementation And Results

In order to test the proposed system, we measure its performance on 3 main
experiments: i) Detection of humans under different poses, ii) Comparison
with a commonly used technique to detect humans based on face detection,
and iii) Comparison with other human detection systems based on different
visual features.

The system was mounted on top of a mobile robot. This robot was exposed to
real life scenarios in different human inhabited environments. Figure 9 shows
some of the environments used to test our method. The base of the robot is a
Pioneer P3-DX. A stereo camera is placed on top of the robot and it is able to
take up to 30 frames per second. The stereo camera is configured in order to
deliver valid range data from around 1.5 m to 10 m. The system is expected
to operate in non crowded scenarios. The stereo camera is placed on top of a
pan-tilt system. A saccadic control to manipulate the motion of the camera is
used. The stereo camera is connected via firewire directly to a notebook which
processes the information in addition to controlling the pan-tilt system. The
system is implemented in C++ on a laptop with an AMD Sempron 1.79 GHz,
1.12 GB of RAM, running Linux Ubuntu 7.04 with a firewire interface to the
stereo camera. This implementation allows us to achieve real time operation.

As training data, several images were acquired from diverse environments segmenting different objects from the scenes. In order to obtain these images, the system wandered around those environments and stored every segmented object. Using this output, the authors manually labeled 2,239 object images, where 985 of them represented humans and 1,254 represented non-human objects, such as trees, windows, doors, light posts, etc. Images were taken in both indoor and outdoor locations, such as offices, parks, and streets. In the set, humans appear under six different poses: frontal, back, and profile, with full and upper body views for each case. An example of these poses can be seen in Fig. 10 and further examples can be seen in Fig. 12. Tables 1 and 2 present further details of the training images. Example training images can be seen in Figure 11. Each image has been masked with the available stereo information and resized to a common size of 18x36 pixels. The database is publicly available at http://samontab.googlepages.com/pedDatabase.rar.

It can be seen in Table 1 that the number of training images for frontal poses are slightly higher than the rest. This is explained because of the social nature of the robot. While obtaining training data, most people appeared in front of the robot staring at it. This difference in proportion that naturally appeared is kept in the training set in order to represent the real type of interaction expected with people.

5.1 Different Poses Detection

The idea of this experiment is to test the performance of the system under different human poses. According to the training set described before, each human detection was archived in one of the following six categories: i) Full
Fig. 10. Different poses detection. These images show the different poses that the system can detect.

Fig. 11. Training set. Examples of the training images used in this work. Top row shows humans while bottom row shows non-human objects.

body, frontal; ii) Full body, back; iii) Full body, profile; iv) Upper body, frontal; v) Upper body, back and vi) Upper body, profile. As this system is designed for a social robot with live video input instead of still images, every detection is considered only as one per human per pose. This means that, given a video sequence, a single human can only generate up to six detections in the system,
Table 1
Poses of training images. This table shows the number of training images for each pose the system can detect.

<table>
<thead>
<tr>
<th>Pose</th>
<th>Frontal</th>
<th>Back</th>
<th>Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full Body</td>
<td>194</td>
<td>113</td>
<td>102</td>
</tr>
<tr>
<td>Upper Body</td>
<td>351</td>
<td>137</td>
<td>88</td>
</tr>
</tbody>
</table>

one for each pose.

Tables 3 and 4 present detailed information about system performance in this experiment. It can be seen from these results that the system can detect humans regardless of their pose. As these results were obtained in different types of environment, the system can be used for both indoor and outdoor applications, although bad illumination can affect the performance of the system, mostly in the segmentation module, as stated in previous works with the same hardware [28].

Table 2
Training set details.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Type</th>
<th>Human Examples</th>
<th>Non Human Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public Park</td>
<td>Outdoor</td>
<td>148</td>
<td>314</td>
</tr>
<tr>
<td>Street</td>
<td>Outdoor</td>
<td>134</td>
<td>392</td>
</tr>
<tr>
<td>House</td>
<td>indoor</td>
<td>246</td>
<td>117</td>
</tr>
<tr>
<td>Office</td>
<td>indoor</td>
<td>457</td>
<td>431</td>
</tr>
</tbody>
</table>

Table 3
Detailed performance of the proposed system for human detection in different poses: Front, Back and Profile views of the Front Body and the Upper Body.

<table>
<thead>
<tr>
<th>Body</th>
<th>Full Body</th>
<th>Full Body</th>
<th>Full Body</th>
<th>Upper Body</th>
<th>Upper Body</th>
<th>Upper Body</th>
</tr>
</thead>
<tbody>
<tr>
<td>Front</td>
<td>11</td>
<td>5</td>
<td>6</td>
<td>13</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>Back</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Profile</td>
<td>15</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4
Overall performance of the proposed system for human detection in different poses.

<table>
<thead>
<tr>
<th>People-poses detected</th>
<th>Total</th>
<th>Det. Rate</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>56</td>
<td>60</td>
<td>93.3%</td>
<td>8</td>
</tr>
</tbody>
</table>
Fig. 12. Detection Examples. The images show different detections of the system for human under different poses.

5.2 Human Face vs Complete Human Body Detection

In this experiment, the system was tested in order to compare the overall detection rate of a face detection system compared to that of the proposed
system using live camera input in the same scenarios as the previous test: a public park, in the street, in a house, and in an office environment. People appear in the scene naturally, therefore different poses are presented. Each object detection is counted only once. Consecutive detections of the same object, whether it is a human or not, are not considered. The Viola Jones face detector (VJFD) system is selected for the test as it is commonly used in human detection for social robots [14,2,20]. We use the openCV implementation of VJFD [25]. Although this implementation was trained with a different image set, our goal here is to show how in common environments where social robots can operate, a general detector able to detect humans in different poses can be of great help. Detailed results of this experiment are presented in Table 5.

Table 6 shows that the proposed method provides higher detection rates and less false positives than the Viola Jones face detector. In Table 7 can be seen that the largest difference in performance is obtained in outdoor environments. This can be explained because people is less restricted in outdoor environments, they can appear in many different poses and distances to the camera. As face detection systems are restricted only to detect humans facing the camera, their detection rate should drop if humans appear in different poses. Table 6 also shows that false positives are very low for the proposed method compared to Viola Jones. This is due in part to the fact that the proposed method uses real world measurements based on stereo vision and shape constraints in order to filter out non human like regions.

Table 5 shows that the proposed system only missed one person. This situation is presented in Fig. 15 where an almost full occlusion prevents the system from correctly detecting both persons.

5.3 Feature Comparison

In this experiment, we test the proposed VSFs against different visual features previously used for human detection. In particular, we choose to compare
against features derived by: edge detectors, intensity gradients [40], and Haar-like wavelets [34]. Furthermore, we include as features the result of a traditional saliency map such as VOCUS. Edge detectors are one of the earliest features used for object detection. Although these features can represent the shape of an object, they are not robust to noise. [40] proposed the use of intensity gradient in order to obtain higher flexibility. In a related approach, recently [6] used histograms of oriented intensity gradients to detect humans. [34] made popular the use of Haar-like wavelets for object detection. The main drawback of these features is that filters size and shape are often user defined. In this paper we use the values used in [27]. As we detailed before, the proposed

Table 5
Comparison results. The table presents the result of a comparison between the proposed system and the Viola Jones face detection system.

<table>
<thead>
<tr>
<th>System Used</th>
<th>Environment</th>
<th>People</th>
<th>PD</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>Public Park</td>
<td>7</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>Street</td>
<td>7</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>House</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>Office</td>
<td>9</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>Viola Jones</td>
<td>Public Park</td>
<td>7</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Viola Jones</td>
<td>Street</td>
<td>7</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>Viola Jones</td>
<td>House</td>
<td>4</td>
<td>3</td>
<td>25</td>
</tr>
<tr>
<td>Viola Jones</td>
<td>Office</td>
<td>9</td>
<td>6</td>
<td>49</td>
</tr>
</tbody>
</table>

Table 6
Overall comparison results. The table presents the general results of the comparison between the proposed system and the Viola Jones face detection system.

<table>
<thead>
<tr>
<th>System Used</th>
<th>Det Rate</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>96.3%</td>
<td>12</td>
</tr>
<tr>
<td>Viola Jones</td>
<td>40.7%</td>
<td>90</td>
</tr>
</tbody>
</table>
VSFs use predefined filters shape and size, based on biological findings about the operation of the human visual system.

Exactly the same detection test is performed for all the features under evaluation. K-fold cross validation over the training set is used in order to measure the system classification error estimate. The number of folds used in this experiment is ten as suggested in [38]. Therefore, each test set is conformed of 223 random images and the other 2,016 images are used as the training set.

Results of the comparison are presented in Table 8. Also Figure 16 shows the resulting ROC curves. It can be seen that the proposed VSFs present a higher detection rate and a lower false positive rate than the previously used features. Also, it can be seen that traditional attention features such as VOCUS, perform very poorly due to the coarse grained feature maps they provide.

Table 7
Comparison results. The table presents the result of a comparison between the proposed system and the Viola Jones face detection system in real world scenarios considering indoor and outdoor scenarios.

<table>
<thead>
<tr>
<th>System Used</th>
<th>Environment</th>
<th>Det Rate</th>
<th>FP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method</td>
<td>Indoor</td>
<td>100.00%</td>
<td>8</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>Outdoor</td>
<td>92.86%</td>
<td>4</td>
</tr>
<tr>
<td>Viola Jones</td>
<td>Indoor</td>
<td>69.23%</td>
<td>74</td>
</tr>
<tr>
<td>Viola Jones</td>
<td>Outdoor</td>
<td>14.29%</td>
<td>16</td>
</tr>
</tbody>
</table>
6 Conclusions and Future Work

In this paper we propose and test a human detection system designed to operate onboard mobile platforms, such as a mobile robot. Using a stereo vision based segmentation algorithm, novel visual features based on a saliency mechanism (VSFs), and a neural network based classifier, the resulting system is able to: i) Detect humans on different poses, ii) Operate onboard a mobile platform, and iii) Operate in real time. After testing the system under real world conditions on several human inhabited environments, such as a public park and indoor buildings, our results indicate an average detection rate of 94.73% and a false positive rate of 6.15%, as estimated using 10-fold cross-validation.

Table 8
Feature comparison. The table presents the comparison of results obtained using the default parameters for different features previously used for human detection against a traditional saliency map (VOCUS) and the proposed VSFs. Note that while a traditional saliency map such as VOCUS perform very poorly, VSFs present the best results.

<table>
<thead>
<tr>
<th>Feature type</th>
<th>Det Rate</th>
<th>FP Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edges</td>
<td>89.14%</td>
<td>11.63%</td>
</tr>
<tr>
<td>Intensity Gradient</td>
<td>89.95%</td>
<td>10.37%</td>
</tr>
<tr>
<td>Haar-like</td>
<td>92.39%</td>
<td>7.26%</td>
</tr>
<tr>
<td>VOCUS</td>
<td>79.84%</td>
<td>34.08%</td>
</tr>
<tr>
<td>VSFs</td>
<td>94.73%</td>
<td>6.15%</td>
</tr>
</tbody>
</table>
Among the main novelties of the proposed approach is a center-surround saliency mechanism used to directly obtain the main visual features used for human detection. This type of saliency mechanism has been used before but as part of visual attention systems where the main goal is to detect interesting regions of an input image, therefore, feature map details are less relevant than timely computation. In our case, by using an efficient implementation of center-surround differences through the so-called integral image, we demonstrate a method to generate fine grained feature maps of visual saliency operating in real time at the original image resolution.

One of the main robustness of the proposed approach is its capacity to detect humans under different poses. In particular, we test the advantage of such flexibility by constrasting the proposed system against a popular face detector algorithm that is commonly used in the mobile robotics arena to detect humans. Our results on common situations faced by a mobile robot show a highly significant increase in human detection rate. In this way, by using the proposed system, a robot can significantly increase its social capabilities by not requiring to detect just the humans that are facing it.

We also test the new proposed VSFs against previously visual features used for human detection, such as intensity gradient or the common Haar-like features. Our result indicates that VSFs outperforms previous features. In particular, we believe that VSFs have applications further beyond human detection, as relevant visual features for other visual classification problems.

As a future work, detection of humans in crowded scenarios should be considered. Also, the benefits of the use of a fine grained saliency map in other areas can be investigated.
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